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This essay examines the evolving intersection of technology and religion, focusing on how

digital transformations shape institutional legacies of equity and inclusion for spiritual

communities. By critically analyzing three crucial dimensions — digital inclusion,

algorithmic bias, and environmental harms — I illuminate how technological futures will

enhance and challenge forms of community in the digital age. The essay concludes by

proposing collaborative, justice-oriented interventions that could help these communities

and technologists co-create digital futures underpinned by the ethical principles of equity,

inclusion, and planetary sustainability.
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Introduction
In recent years, news outlets and public intellectuals have boldly proclaimed the arrival of a

new era in spiritual life—one mediated and transformed by artificial intelligence,

algorithms, and digital platforms. These frames often configure the technology-religion

relationship as driven by technological determinism, where technology becomes a futuristic

substitute for religion. However, amidst these ambitious visions, important material

considerations are often noticeably absent, such as how digital innovations like generative

AI will reshape equity and inclusion for spiritual communities.



Sustainable and equitable futures extend beyond
technological innovation. They unfold across multi-
layered dimensions shaped by geopolitics, demographics,
cultural diversity, climate change, global economics, and
evolving religious practices.[1] The long-term
implications of digital technologies for spiritual
communities present new possibilities for communities
and technologists alike in building inclusive and
sustainable futures.

The following sections explore the significance of three future-facing challenges for spiritual

communities: digital inclusion, algorithmic bias, and environmental harms.

Access Barriers, Digital Inclusion, and Religious
Participation
During COVID-19, spiritual communities faced digital inclusion challenges regarding

internet connection, device ownership, high costs, and communication infrastructure.[2]

Limited accessibility, inadequate digital skills, and generational gaps created barriers when

religious services moved online, excluding many older adults, rural residents, and those of

lower socioeconomic status. Digital inclusion is crucial for addressing inequalities [3] as the

digital divide disproportionately affects vulnerable groups, such as women, older adults,

differently abled persons, and disadvantaged communities. [4]

Even with available infrastructure, navigating digital spaces poses challenges. Older

congregants struggled with online services, and this persists as institutions assume digital



literacy to participate in hybrid formats.[5] Pew Research Center (2022) reported that 36%

of U.S. adults over 65 still lack reliable broadband.[6] The generational gap in technology

use affects inclusive service design, while technological hesitancy can exclude those

wanting to engage online. Even before the pandemic, budget and capacity-building barriers

divided spiritual communities, with larger congregations often possessing more digital

resources and staff expertise than smaller congregations.[7]
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Algorithmic Bias and Religious Voices
Another concern is the rise of algorithmic bias, which occurs when an algorithm’s results

consistently distribute benefits and burdens unequally among different individuals or

groups, creating an unfair advantage.[8 Algorithms on social media platforms, while aiming

to enhance engagement, can inadvertently create filter bubbles and echo chambers that can

potentially reinforce existing stereotypes[9], amplify hate speech toward religious

minorities[10], or lead to increased polarization in religion.[11]
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Bias emerges through automated content moderation systems when non-Western religious

content is misinterpreted as extreme or inappropriate.[12] Users from these communities

consequently face disproportionate flagging and removal of their posts and accounts.

Moderation tactics like downranking can limit content visibility, creating inequitable

treatment of religious users and communities.[13] Effective interventions include

implementing algorithmic transparency and establishing consistent cross-platform

community standards to prevent unfair censorship of legitimate religious expression while



filtering genuine hate speech.

Digital Technologies and Environmental Harm
As religious communities rely more on digital tools, they unknowingly contribute to

environmental harm. The expanding energy demands of artificial intelligence, cloud data

centers, and encryption technologies consume large amounts of energy, deplete freshwater

resources, and carry a heavy carbon footprint.[14] According to a 2024 IEEE report[15],

data centers use millions of liters of water and substantial energy to cool servers, with

environmental consequences that disproportionately impact Global South communities.   

When institutions upgrade their computer and sound systems and discard old tech, they

contribute to the growing e-waste problem. Without intentional actions, e-waste is exported

to extensive landfills or processing facilities, such as those located in Ghana and India,

where workers are exposed to hazardous toxins.[16] Rapid technological innovation, short

product lifespans, and massive consumption of electronics all contribute to the growth of e-

waste and global inequity.
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Creating more equitable and inclusive technological futures for spiritual communities

requires a nuanced understanding of how religions, technologies, and human life intersect

and evolve. As Campbell and Evolvi argue, spiritual communities are not passive recipients

of innovation; they actively negotiate their engagements with technology. This view

suggests spiritual communities also influence digital futures, particularly as digital

platforms increasingly mediate religious experiences, media practices, and community

formations[17], their engagements with technology in ways that reflect their values,



objectives, and social needs.[18] How might these communities directly advocate for

equitable access and design inclusive technology?

Emerging strategies offer promising directions for public engagement. Community-driven

digital literacy initiatives enable individuals to learn digital environments while preserving

critical agency in their spiritual practices.[19] Design justice frameworks engage diverse

stakeholders in the co-creation of digital platforms [20], ensuring technologies respond to

actual community needs rather than assumed ones.[21] Collaboration is crucial for human-

centered systems, where advances support technological innovation, digital inclusion, and

mitigation of algorithmic and environmental harms. By mapping key issues concerning both

the intended and unintended long-term implications of unprecedented technological

transformations, this essay establishes a foundation for vital conversations about how

spiritual communities can imagine and actively engage in creating responsible futures.
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